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Abstract

The automatic generation of long and coherent medical reports given medical
images (e.g. Chest X-ray and Fundus Fluorescein Angiography (FFA)) has great
potential to support clinical practice. Researchers have explored advanced methods
from computer vision and natural language processing to incorporate medical do-
main knowledge for the generation of readable medical reports. However, existing
medical report generation (MRG) benchmarks lack both explainable annotations
and reliable evaluation tools, hindering the current research advances from two
aspects: firstly, existing methods can only predict reports without accurate expla-
nation, undermining the trustworthiness of the diagnostic methods; secondly, the
comparison among the predicted reports from different MRG methods is unreliable
using the evaluation metrics of natural-language generation (NLG). To address
these issues, in this paper, we propose an explainable and reliable MRG benchmark
based on FFA Images and Reports (FFA-IR). Specifically, FFA-IR is large, with
10,790 reports along with 1,048,584 FFA images from clinical practice; it includes
explainable annotations, based on a schema of 46 categories of lesions; and it is
bilingual, providing both English and Chinese reports for each case. Besides using
the widely used NLG metrics, we propose a set of nine human evaluation criteria
to evaluate the generated reports. We envision FFA-IR as a testbed for explainable
and reliable medical report generation. We also hope that it can broadly accelerate
medical imaging research and facilitate interaction between the fields of medical
imaging, computer vision, and natural language processing.

1 Introduction

Chest X-Ray, Lung CT-Scan, and Fundus Fluorescein Angiography (FFA) are among the most
widely used imaging examinations in clinical practice. After images are captured, radiologists write a
free-text description, or report, summarising observations and findings of lesions or abnormalities.
This is done primarily to provide an interpretation of the images that supports making medical
decisions. Given the complexity of image interpretation and to lighten the workload for radiologists
considerably, researchers have proposed various deep neural networks (DNNs) based automatic
medical report generation (MRG) methods [19, 20, 7]. Specifically, these methods employ convolu-
tional neural networks (CNNs) [11, 27] to extract visual features, which are fed into recurrent neural
networks (RNNs) [12, 28] to generate predicted reports. Although these methods have made some
promising progress in the field of MRG, the black-box characteristics of DNNs discourage specialists
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