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Abstract

Self-supervised learning algorithms, including BERT and SimCLR, have enabled
significant strides in fields like natural language processing, computer vision,
and speech processing. However, these algorithms are domain-specific, meaning
that new self-supervised learning algorithms must be developed for each new
setting, including myriad healthcare, scientific, and multimodal domains. To
catalyze progress toward domain-agnostic methods, we introduce DABS: a Domain-
Agnostic Benchmark for Self-supervised learning. To perform well on DABS, an
algorithm is evaluated on seven diverse domains: natural images, multichannel
sensor data, English text, speech recordings, multilingual text, chest x-rays, and
images with text descriptions. Each domain contains an unlabeled dataset for
pretraining; the model is then is scored based on its downstream performance on a
set of labeled tasks in the domain. We also present e-Mix and ShED: two baseline
domain-agnostic algorithms; their relatively modest performance demonstrates
that significant progress is needed before self-supervised learning is an out-of-the-
box solution for arbitrary domains. Code for benchmark datasets and baseline
algorithms is available at https://github. com/alextamkin/dabs!
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Figure 1: The DABS Benchmark. A domain-agnostic self-supervised algorithm consists of 1) a
model architecture, 2) an objective used to pretrain the model on unlabeled data, and 3) a transfer
method used to deploy it on a downstream task (bolded items). A successful algorithm will achieve
high performance on downstream tasks while holding these components constant across domains.
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Figure 2: Domain-agnostic SSL could reduce the need for labeled data across a long tail of
domains and application areas. Currently, developing an SSL algorithm requires considerable
domain-specific trial-and-error, limiting it to domains with the most active ML. communities. Ad-
vances in domain-agnostic methods could make SSL available to all domains, as well as provide
scientific insights into principles underlying the success of SSL across modalities. (Figure is illustra-
tive, not based on real data.)

1 Introduction and Motivation

Self-supervised learning (SSL) is on the rise across machine learning (ML), with notable recent
successes in computer vision [19, 411 [39]], natural language processing (NLP), [26} [103, 23] and
speech processing [88),13]]. SSL enables a model to acquire useful capabilities from unlabeled data;
these capabilities can then be leveraged to drastically reduce the amount of labeled data needed to
achieve high performance in a domain—a crucial advance given the time and expense needed to
annotate datasets of millions of labels.

However, the potential impact of SSL is arguably greatest outside of the fields where it has currently
seen the most success. Medical and scientific domains, for example, are rich in unlabeled data, yet
the time and expertise needed for annotation far exceeds that for computer vision or NLP. This means
that methods which reduce the need for labeled data are especially impactful in these settings.

Unfortunately, the most popular SSL methods are currently domain-specific—for example, the color
jitter distortions used in SimCLR [[19] are inapplicable to black-and-white chest x-rays, and the
masked language modeling task used in BERT [26] is not directly applicable to spoken language,
which is untokenized. Furthermore, these algorithms are challenging to develop, requiring costly
trial-and-error by ML experts [19]. Unfortunately, while a great number of domains may benefit from
SSL, this distribution exhibits a long tail where the vast majority of domains lack the ML expertise
and resources to develop custom SSL solutions.

We argue that an appealing alternative to developing domain-specific SSL methods is to develop
domain-agnostic techniques which work across a wide range of settings without extensive modifica-
tion. Such domain-agnostic SSL algorithms could benefit the field in multiple ways:

1. Making SSL work out-of-the box. The most important impact of domain-agnostic SSL
would be turning SSL into an out-of-the-box technology capable of being used in any domain
of interest without significant ML expertise (Figure [2] right). Aside from medical and
scientific domains, this would also benefit the combinatorial number of multimodal settings
which currently require novel algorithms to learn the relationships between modalities
[61} 20} 86]].

2. Improving handcrafted SSL methods. Several works have investigated how more general
SSL methods can be combined with domain-specific knowledge (e.g. image augmentations)
to provide gains [54,185,190]. This suggests that advances in domain-agnostic SSL could
benefit popular ML domains as well (Figure 2] left), through combination with domain-
specific methods.



3. Uncovering fundamental principles of SSL across domainsgCommunities such as com-
puter vision and NLP currently have relatively disjoint investigations into SSL methods;
this may obscure common scienti ¢ principles underlying the success of algorithms across
modalities. Research on domain-agnostic methods may discover these general principles,
which could bene t all domains.

However, despite the promise of domain-agnostic SSL, there has been no standardized way to evaluate
or drive progress in a cross-cutting way among different communities. To Il this need, we propose
DABS, aDomainAgnosticBenchmark forSelf-supervised learning. DABS measures how well a
single SSL algorithm works on many different domains, as opposed to just one. The benchmark is
comprised of seven domains representing different kinds of data: natural images, English text, speech,
chest x-rays, multichannel sensor data, multilingual text, and images with text descriptions. Each
domain contains one unlabeled dataset for self-supervised learning, and at least one labeled dataset
to assestransfer. how well the SSL model can adapt its abilities to downstream tasks. Models are
assessed by their average transfer learning performance on downstream tasks across domains.

We anticipate a few common questions about DABS:

Why do we need a benchmark for domain-agnostic SSL? Benchmarks catalyze progress by
providing a common set of tasks, rules, and evaluation criteria for research towards a particular goal.
In this case, DABS provides a standardized way to evaluate the performance of domain-agnostic
methods. Fixing the choice and preprocessing of datasets allows for clean comparisons over a range
of diverse domains, enabling researchers to pinpoint what speci c changes contribute to the success
of different methods. Furthermore, the provided infrastructure for data processing, training, transfer,
and evaluation signi cantly reduces the barrier to entry for other researchers interested in these
questions. Without a low-friction way to evaluate algorithms in a standard way, many researchers
may not bother with the signi cant effort needed to gather and process 25+ different datasets across
distinct domains, impeding cumulative progress as a eld towards domain-agnostic SSL.

Why might we expect there to be a good domain-agnostic method?Many kinds of naturally-
occurring and arti cial data exhibit structure which humans can exploit to learn transferrable skills
[16, 183 [13, 31]. Human-relevant data (as opposed to white noise) is often generated by some
complex generative process. For example, the PAMAP2 wearable sensor dadhisgbjoduced

by a cascade of latent factors including human interpretation of an activity command, the bodily
mechanics of the activity's execution, and the physical properties of different kinds of sensors that
produce measurements. Domain-agnostic pretraining objectives may enable models to capture these
latent factors if they are useful for compressing the data (e.g. via density estimation objectives like
language modeling8]) or distinguishing examples from one another (e.g. via contrastive learning
objectives §0]). Furthermore, studies on transfer learning of deep networks suggests there exist
useful and general "subroutines” learned by SSL models which enable the model to transfer well
to new datasetslp4, 84]. Empirically, the recent progress of existing domain-agnostic methods
[85, 54, 90] is cause for optimism about the future success of this research direction.

What does domain-agnostic mean? The goal of DABS is to catalyze the creation of SSL algo-
rithms which are useful out-of-the-box across different domains. We operationalize this goal by
evaluating algorithms on a suite of seven diverse domains crossing many different elds where
machine learning is used. We also propose several constraints on submissions, described in Section
3, to prevent “over tting” to these domains. For example, algorithms must use a set of provided
dataloaders and keep their architecture and pretraining objective constant across domains (Section
3). However, we also rely on a degree of pragmatism and collaborative ethos from users of DABS
to abide by the spirit of the benchmark; for example, a “domain agnostic” algorithm that uses an
if-statement to select domain-speci ¢ methods for each domain would likely not generalize to new
domains. To this end, we will add new domains in the future as an ultimate test of the generalizability
of proposed algorithms.

To summarize, oucontributions are:

1. We propose and motivate the task of domain-agnostic self-supervised learning.

2. We present a benchmark for measuring domain-agnostic self-supervised learning, including
standardized data loaders and rules for ensuring fair comparisons across submissions



3. We present two domain-agnostic baseline algorithms and evaluate them on our benchmark,
showing relatively modest improvements over baselines that were not pretrained. This
suggests ample room for future methods to drive progress.

2 Related Work

Single-domain transfer learning benchmarks Several works have created benchmarks from
multiple datasets in a single domain, often with the aim of measuring the general understanding
capabilities of a single model by measuring its performance across those tasks. Such datasets have
been developed in natural language processdg92], computer vision 87, 108 107, speech
processing81, 101], molecular machine learnin@$)], robotics [LO§, graphs #5], and reinforcement
learning [6], among others.

While these datasets often focus on how a single model can adapt to multiple downstream tasks in a
domain, they are typically agnostic to the speci cs of the pretraining process—encouraging a “no
holds barred” setting where larger models, datasets, and domain-speci ¢ assumptions are all utilized
to increase downstream accuracy. By contrast, our goal here is to develop general techniques that can
be used out-of-the-box for acquiring transferrable capabilities from unlabeled data in any domain.
Thus, we hold the pretraining data xed, allowing researchers to improve only the (domain-agnostic)
pretraining algorithm, model architecture, and transfer procedure.

Modality-agnostic architectures In order for an SSL method to be usable out-of-the-box, the
model architecture must be applicable in new domains without much customization. Transformers
[89], originally developed for text, have recently shown promise as a more general architecture for SSL
through successful extensions to computer visgé, [nolecular data{8, 75], speech processing

[38], and multimodal dataf1, 86, 20]. These approaches typically use locality assumptions about
continuous data (e.g. breaking the input into patches) to map the data into a sequence of embeddings,
which are then processed by the transformer. Our baseline algorithms, e-Mix and ShED, leverage
similar ideas to train transformer models across all seven of our domains, however we expect and
encourage future work to explore other exible architectures, such as Percedyavtich relaxes

these locality assumptions at the cost of increased computational demands.

Domain-agnostic self-supervised algorithms Several streams of work have recently developed
more general SSL methods. Recent work in contrastive learning has sought to reduce the reliance
of the objective on domain-speci ¢ augmentation functions. The most common approach seeks to
nd heuristic augmentations which are applicable across a wider range of dorbdjréd] 105,

while other work seeks to develop generative models which learn data-dependent distortions during
training with a suitable objective8p]. Outside of contrastive learning, masked language modeling
[26] or replaced token detectio23], have been applied to other kinds of tokenized or discrete data
[47, 46, 21], but require modi cation when applied to continuous domai®@ p9]. However, none

of these algorithms are applicable out-of-the-box on the DABS datasets, so in this work we propose
simple domain-agnostic extensions of algorithms in both of these families.

Transfer learning methods Evaluating a self-supervised learning algorithm requires a method to
transfer model's abilities to other tasks of interekt]7, 11]. These strategies are typically quite
domain-agnostic, but involve tradeoffs between various properties, including complexity, downstream
performance, and the degree to which they modify the original model. The two most common transfer
strategies have historically been training simple linear classi ers on activations extracted from these
pretrained models2p, 64, 69], or netuning, where one can often achieve higher performance
by specializing the entire model to the downstream task via end-to-end trai#ing7 70, 26)].
However, recently, other transfer methods have shown initial success in capturing the bene ts of both
these extremes, including directly specifying the task in natural langu&yeaf well as approaches

that train only a small subset of parameters in the original m@&iIq] or that inject trainable
features into the inpuB3R, 60, 55] or hidden statesq7] of the model. We permit and encourage
users of DABS to investigate different domain-agnostic transfer methods in order to understand their
tradeoffs and performance across different domains.






	Introduction and Motivation
	Related Work
	Evaluating Domain-Agnostic SSL Algorithms with DABS
	Domains and Datasets
	Domain-Agnostic Baseline Algorithms
	Transformer Architecture
	Pretraining Objectives
	e-Mix: A Contrastive Embedding-Mixup Objective
	SHED: A Shuffled Embedding Prediction Objective

	Linear Classification
	Results

	Limitations and Conclusion
	ShED Permutations
	Compute requirements
	Dataset Licenses
	Origins and Collection of the Datasets in DABS
	PII and Offensive Content
	Potential Negative Impacts
	Additional Reproducibility Details
	Images and Descriptions
	Medical Imaging
	Natural Images
	Sensor
	Speech
	English Monolingual Text
	Multilingual Text


