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A Dataset Publication

A.1 Links

We provide the following links to access our dataset: https://sites.google.com/view/
fakeavcelebdash-lab/.
We provide the dataset through Google drive after receiving the Data Use Agreement (DUA) by
Google form. DOI: http://doi.org/10.23056/FAKEAVCELEB_DASHLAB.

A.2 Hosting Platform

We host our dataset on Google Drive account, which belongs to DASH Lab managed by Simon S.
Woo (corresponding authors of this paper) at Sungkyunkwan University, South Korea.

A.3 Access to Dataset

We have made a dataset request form to monitor and restrict the free use of our deepfake dataset (see
Figure 10). As it has been suggested by experts that deepfake dataset can used by malicious actors
to evade deepfake detectors. We have uploaded a small sample of our dataset on our GitHub. Note:
Everyone has to fill the dataset request form, which we will manually screen to limit misuse.

A.4 Licensing

Our FakeAVCeleb dataset is available under Creative Commons 4.0 license and code is under MIT
license (https://creativecommons.org/licenses/by/4.0/).

B Dataset Generation Methods

We used a total of 4 deepfake generation/synthesis methods. We will briefly explain each synthesis
method below:

∗Corresponding Author

35th Conference on Neural Information Processing Systems (NeurIPS 2021) Track on Datasets and Benchmarks.

https://sites.google.com/view/fakeavcelebdash-lab/
https://sites.google.com/view/fakeavcelebdash-lab/
http://doi.org/10.23056/FAKEAVCELEB_DASHLAB
https://creativecommons.org/licenses/by/4.0/


Table 5: Summary of deepfake detection methods compared in this paper.
Dataset Repositories Release Data
UADFV [1] https://bitbucket.org/ericyang3721/headpose_forensic 2018.11
DeepfakeTIMIT [2] https://www.idiap.ch/en/dataset/deepfaketimit 2018.12
FF++ [3] https://github.com/ondyari/FaceForensics 2019.01
Celeb-DF [4] https://github.com/yuezunli/celeb-deepfakeforensics 2019.11
Google DFD [3] https://github.com/ondyari/FaceForensics 2019.09
DeeperForensics [5] https://github.com/EndlessSora/DeeperForensics-1.0 2020.05
DFDC [6] https://ai.facebook.com/datasets/dfdc 2020.06
KoDF [7] https://aihub.or.kr/aidata/8005 2021.06
FakeAVCeleb (Ours) https://github.com/DASH-Lab/FakeAVCeleb 2021.12

FaceSwap [8] FaceSwap is a general deepfake generation method to swap faces between images or
videos, retaining the body and environment context. We used Faceswap [8] software, an open-source
face-swapping tool used to generate high-quality deepfake videos. Due to its popularity, it was used in
FaceForensics++ datasets to generate the face-swapped dataset. The core architecture of this method
consists of the encoder-decoder paradigm. A single encoder and two decoders (one for each source
and target video) are trained simultaneously to build the face-swap model. The encoder extracts
features from both videos while decoders reconstruct the source and target videos, respectively. The
model is fed with frame-by-frame images of source and target video and trained for at least 80,000
iterations. We use this method because of its popularity as being a widely used deepfake generation
method.

FSGAN [9] FSGAN is proposed by Nirkin et al. [9], which is the latest face-swapping method that
has become popular recently. The key feature of this method is that it performs reenactment along
with the face-swap. First, it applies reenactment on the target video based on the source video’s pose,
angle, and expression by selecting multiple frames from the source having the most correspondence
to the target video. Then, it transfers the missing parts and blends them with the target video. This
process makes it much easier to train and does not take much time to generate face-swapped video.
We use the code from the official FSGAN GitHub repository [10]. We used the best quality swapping
model recommended by the authors of FSGAN to prepare our dataset, by fine-tuning the input video
pairs and generating better quality results. We adopt this method because of its efficiency and better
quality of the results.

Wav2Lip [11] Recently, audio-based facial reenactment techniques along with lip-syncing have
been proposed by researchers [11, 12]. In lip-sync, the source person controls the mouth movement,
and in face reenactment, facial features are manipulated in the target video. One of the most recent
audio-driven facial reenactment methods is Wav2Lip [11], which aims to lip-sync the video with
respect to any desired speech signal by reenacting the face. Unlike LipGAN [12], which further
fine-tuned the model on the generated frames, using a pretrained lip-sync discriminator to learn
the lip-sync with respect to the desired audio accurately, Wav2Lip used five video frames and the
respective audio spectrogram to capture the video’s temporal context. We used this facial reenactment
method because of the efficiency of its synthesis process for generating lip-synced video.

SV2TTS [13] Transfer Learning from Speaker Verification to Multispeaker Text-To-Speech Syn-
thesis (SV2TTS) [13] is a real-time voice cloning (RTVC) tool that allows us to clone a voice from a
few seconds of input audio. SV2TTS consists of three sub-models which are trained independently.
First, an encoder network is trained on a speaker verification task. It generates a fixed-dimensional
embedding vector of input audio, a synthesis network based on Tacotron 2 that generates Mel spec-
trogram, and a WaveNet-based vocoder network that converts the Mel spectrogram into time-domain
waveform samples. SV2TTS works in real-time, taking the text and reference audio as input, and
generating a cloned audio based on the input audio. We used this tool to generate cloned audios of
our real video dataset.

B.1 Deepfake Detection Baseline Methods

We use eleven different deepfake detection methods to evaluate our FakeAVCeleb. We use these
methods based on their code availability and frame-level AUC scores, where these methods analyze
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individual frames and output a classification score. We use the default parameters provided with each
compared detection method. We briefly discuss each of the detection methods below:

Capsule [14] This method is based in capsule structures to perform deepfake classification. This
original model is trained on the FaceForensics++ dataset.

HeadPose [1] This method detects deepFake videos based on the inconsistencies in the head poses
caused by deepfake generation methods. The model is based on SVM, and is trained on the UADFV
dataset.

Visual Artifacts (VA) [15] This method detects videos based on visual artifacts in the eyes, teeth and
facial areas in synthesized videos. Two variants of this model is provided: VA-LogReg and VA-MLP.
And we used both of them to evaluate our dataset. VA-LogReg uses a simpler logistic regression
model, while VA-MLP uses a feed forward neural network classifier. Both models are trained on real
videos from CelebA dataset and fake videos from YouTube.

Xception [3] This baseline method is based on the XceptionNet model [16]. We use Xception in
two different settings, Xception-raw (detection on raw frames) and Xception-comp15 (detection on
compressed frames).

Meso4 [17] This method is based on Deep Neural Network (DNN) which targets mesoscopic
properties of real and fake images. The model is trained on anonymous deepfake dataset. We use two
variant of MesoNet, which are, Meso4 and MesoInception4.

F3Net [18] This deepfake detection method achieves the state-of-the-art performance by employing
frequency-aware clues and local frequency statistic for deepfake detection in frequency domain.

Face X-ray [19] Li et al. [19] proposed a method that detect deepfakes by combining classification
and segmentation, based on blending boundaries of manipulated images.

LipForensics [20] LipForensics is a recent work to detect facial forgeries based on unnatural lip
movement by paying attention to the mouth area. They employ spatio-temporal network for the
detection.

Multimodal-1 [21] Multimodal-1 was developed for the classification of food recipes. They use two
neural networks to extract features from visual and textual modality, and them performs classification
using a third neural network. To perform the classification on our FakeAVCeleb dataset, we modified
the model with respect to the video and audio modalities. We removed the neural network for textual
modality and replicated the neural network of visual modality to use this model on the multimodal
dataset.

Multimodal-2 [22] Multimodal-2 is an open-source method that is developed for movie genre
prediction. It takes movie poster (image) as input for a CNN block, movie genre (text) as input for an
LSTM block, and then concatenate the output to perform classification. To use this model on our
multimodal dataset, we removed the LSTM block and replaced it with the same CNN block, resulting
in two CNN blocks, one for visual and one for audio modality.

CDCN [23] Central Difference Convolutional Networks (CDCN) [23] was developed to solve the
task of face anti-spoofing. The model takes three-level fused features (low-level, mid-level, high-level)
extracted for predicting facial depth. To perform the experiment, we modified the model by removing
the third modality since it contains all three visual modalities.

Preprocessing We first preprocess the dataset before passing it to the models for training. As
mentioned in main text, preprocessing was performed separately for videos and audios. Since we
collected videos from VoxCeleb2 dataset, these videos are already face-centered and cropped. We
extract respective frames from each video and store them separately, and then extract audios from the
videos and store them in .wav format with a sampling rate of 16 kHz. Before inputting audio directly
to the model for training, we first compute Mel-Frequency Cepstral Coefficients (MFCC) features by
applying a 25ms Hann window [24] with 10ms window shifts, followed by a fast Fourier transform
(FFT) with 512 points. As a result, we obtain a 2D array of 80 MFCC features (D = 80) per audio
frame and store the resulting MFCC features as a three channel image, which is then passed to the
model as an input to extract speech features so that it learns the difference between real and fake
human voices.
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Figure 5: Average AUC score of deepfake detectors over all datasets.

Figure 6: Average AUC score for each deepfake dataset on SOTA baseline methods.

B.2 Summary of Results

In Figure 5, we present the average of the AUC score for each baseline deepfake detector on eight
different datasets, which are FF-DF, UADFV, DFD, DF-TIMIT LQ, DF-TIMIT HQ, FakeAVCeleb,
DFDC, and Celeb-DF. We find that on average Xception-comp demonstrates the best (72.5%) and
Headpose shows the worst (49.0%) detection performance.

In Figure 6, we present the average AUC score for each dataset based on eight different detection
methods, which are Headpose, Xception-raw, Xception-comp, VA-MLP, VA-LogReg, MesoIncep-
tion4, Meso4 and Capsule. The FF-DF dataset shows the highest detection score making it the
easiest one to detect, while CelebDF shows the lowest, making it the hardest one to detect. The
detection score for our FakeAVCeleb dataset is relatively close to CelebDF. However, our dataset has
an additional advantage of having fake audio data.

C Additional Experiments

We also performed additional experiments on our dataset in unimodal, ensemble, and multimodal
settings. The following sections cover the details of these experiments. Note: The results of this
work are based on the FakeAVCeleb v1.2 database. In the future, we will release new versions of
FakeAVCeleb as the dataset’s quality improves. Please visit our GitHub page2 for the most recent
results for each baseline on newer versions of FakeAVCeleb.

2https://github.com/DASH-Lab/FakeAVCeleb
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Figure 7: The AUC scores (%) of the five unimodal methods. We use three types of detection methods
to evaluate the FakeAVCeleb dataset. We use a single modality, i.e., either Aonly or Vonly, to train
the model.

C.1 Unimodal Results

The performance of the baseline trained only on audio (Aonly) or only on video (Vonly) on the test
set, which contains real and all three categories of fake videos from the FakeAVCeleb dataset, is
described in this section.

The results of deepfake detection using unimodal baselines for Aonly and Vonly are presented in
Figure 7. We can observe that the best AUC scores for Aonly and Vonly are approximately 97% and
93%, respectively.

C.2 Results for Vonly Trained Classifier

In terms of video, as shown in Figure 7, EfficientNet-B0 [25] and VGG [26] achieves the performance
of 93.3% and 49.6%, which are the best and lowest results of AUC score, respectively. In particular,
Meso4’s recall score suggests that the model fails to detect most deepfake videos (VF ). On the other
hand, EfficientNet-B0 outperformed Xception [16] on this task, though Xception is the best performer
on other deepfake datasets such as FaceForensics++ [3].

C.2.1 Results for Aonly Trained Classifier

For audio, as shown in Figure 7, VGG achieves the best AUC score of 97.8%, and Meso4 [17]
shows the lowest AUC score of 73.5%, which means that Meso4 overfit real class and fake class
for audio detection, respectively. Moreover, we can observe that there are no baselines to provide
satisfactory detection performance, indicating that SOTA deepfake detection methods are not suitable
for deepfake audio (AF ) detection. The models developed for human speech verification or detection
may perform better in detecting AF . However, we have not considered such methods in this work.
And, we expect that such methods can be explored for future work.

C.2.2 Summary of Unimodal Results

EfficientNet-B0 exhibits the most stable average performance of 95% for Aonly and Vonly. Overall,
the poor performance of SOTA deepfake detection models in Figure 7 indicates that the fake audios
and videos in our dataset are of realistic quality, making it difficult for detectors to distinguish them
from real ones.

C.3 Ensemble Results

In Figure 8, we used the SOTA unimodal baselines to make ensemble of unimodal Aonly and unimodal
Vonly classifier. The ensemble network of EfficientNet-B0 performs the best (82.8%) as compared to
an ensemble of Xception [3] classifier (51.4%) and F3Net [18] (47.6%) on the test set, respectively.
Meanwhile, Meso4 shows the second best performance of 58.2% and MesoInception4 [19] ensemble
achieves the third highest AUC score of 55.9%. On the other hand, Face X-ray [19] ensemble achieves
mediocre AUC scores of 53.5%. Overall, as shown in Figure 8, we can observe that the choice of
soft- or hard-voting did not have a significant impact on the performance of the ensemble classifier,
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Figure 8: The AUC scores (%) of six models on our FakeAVCeleb which are used as an ensemble of
two models (one for each modality), but trained separately. We use three types of evaluation settings,
soft-voting, hard voting and average of both, to evaluate the dataset.

Figure 9: Multimodal detection performance (V and A) on three different open source multimodal
methods.

as they provide the similar prediction score. Note that this is because we have only two classifiers in
our ensemble. Moreover, none of the ensemble-based methods could achieve a high detection score
(i.e., > 90%), which represents that detecting multimodal AFVF deepfakes is significantly harder,
and more effective and advanced multimodal deepfake detection methods are required in the future.

C.4 Multimodal Results

We report on how the three baseline multimodals performed on the two modalities, A and V , of the
FakeAVCeleb multimodal dataset. The Multimodal-1 [21] was trained over 50 epochs. After selecting
the best performing epoch, the model could classify with 53.3% AUC score. For Multimodal-2 [22],
we trained on 50 epochs and evaluated them on our dataset, which shows 68.8% score. The third
model, CDCN [23], was also trained on 50 epochs and provided 66.2% score. We can observe that
Multimodal-1 and CDCN performed poorly compared to Multimodal-2. The possible reason for
this result is that these models are designed to perform specific tasks, i.e., food recipe classification
and movie genre prediction. Furthermore, the multimodal methods make it challenging to detect
deepfakes when either the video is fake or the audio. Therefore, more research is needed in the
development of multimodal deepfake detectors.
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D Dataset Request Form

Figure 10: A screenshot of Google form (https://bit.ly/38prlVO) to obtain access to
FakeAVCeleb. If a researcher is using the FakeAVCeleb dataset, they can use the citation con-
tained in Google form. The users must fill-in correct information, and should agree to follow the
terms and conditions.
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